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Abstract—Cyber-physical systems, such as industrial plants,
call for a complex setup and make high demands in terms of
reliability on all involved components. Though, using wireless
technologies promise high cost savings and high flexibility by
waiving extensive cabling. This is especially relevant for systems
with a very high number of devices, such as a solar tower power
plant. The proposed research analyzes the usage of wireless
technologies in such applications. The research is conducted
by means of analytical and formal methods to allow for the
investigation of very large networks, as well as simulations and
testbeds to test the proposed techniques under more realistic
conditions. Particular emphasis is placed on the channel access
since it was shown that the popular CSMA/CA is especially prone
to packet collisions.

I. MOTIVATION

The usage of wireless networks in industrial applications
is very promising due to high flexibility and low investment
costs. One example is a solar tower power plants as depicted
in Fig. 1 where the movement of a huge number of mirrors is
to be controlled. Using a wireless field bus promises very high
cost savings in the order of several hundred dollars per mirror
[1] and the deployment is considerably simplified. However,
the requirements of industrial applications call for special
attention on the design and implementation of the wireless
network. During the course of the AutoR research project
[2], several challenges of the application were identified as
presented in [3]. In particular packet loss that is common for
such large scale wireless networks can have severe impacts on
the operation of the plant.

II. RESEARCH QUESTIONS

The research is guided by the following questions:

• Are such large-scale networks realizable and which
technologies are suitable?

• Can the access to the wireless channel be enhanced to
avoid packet collisions in this application?

• How does traffic in cyber-physical systems differ from
other scenarios and how can it be taken into account?

III. WIRELESS TECHNOLOGIES

A huge number of wireless technologies are available that
could potentially be used in industrial applications. However,
technologies with a large geographical coverage as required for
the presented application, such as LoRa, can only be realized
with a very low data rate and therefore do not scale to a large

Fig. 1. A solar tower power plant.

number of devices [4]. Using multiple base stations would
increase the overall costs, so it is assumed that only wireless
mesh networks where data is forwarded in a multi-hop fashion
are suitable in this scenario. It is still questionable if wireless
mesh networks are inherently better than single-hop networks
for such large-scale applications or if an equally good or better
performance can be achieved with a carefully designed single-
hop network, considering the legal restrictions in terms of
frequency utilization.

IV. ANALYTICAL MODEL OF CSMA/CA

A prominent technology for implementing mesh networks
in such a cyber-physical system is the IEEE 802.15.4 standard.
Since the method of accessing the wireless channel has a
huge impact on the reliability of the message transmission,
an analytical model was developed and presented in [5]
and [6]. It analyzes the performance of the conventionally used
CSMA/CA by modeling the mesh as a network of Markov
models to allow for fast calculation and for finding optimal
system parameters. In Fig. 2, an exemplary result shows that
for a network of 1185 nodes the packet rate shall not exceed
one packet every two minutes if a packet reception probability
of 98% is anticipated. The work concludes that due to the high
amount of collisions, CSMA/CA is not suitable for reliable
data transfer in large scale networks.

V. IEEE 802.15.4 DSME

Since collisions were identified as the main cause of packet
loss in this scenario, a time division multiple access to the
channel (TDMA) and the parallel usage of several frequencies
is promising. The recent version of the IEEE 802.15.4 [7],
published in 2016, adds the support of TDMA for multi-hop
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Fig. 2. The minimum packet sending interval to reach a given reliability in
a concentric topology with Poisson distributed data collection traffic.

networks, namely TSCH and DSME. While TSCH depends
on upper layers, such as 6TiSCH [8], to maintain the time
slots, DSME already provides a mechanism for distributed slot
management.

Since DSME promises a high scalability, but no implemen-
tation is available yet, openDSME was developed [9]. The
portability of openDSME allows the integration in multiple
existing operating systems and hardware platforms. Currently
the OMNeT++ simulator is supported as well as the M3 open
nodes deployed in the IoT-LAB [10]. Integrations into other
platforms such as the Contiki operating system are currently
in progress. First results as depicted in Fig. 3 in fact show that
DSME outperforms CSMA/CA in terms of reliability, given
the network is not saturated.
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Fig. 3. Comparison of DSME and CSMA/CA for a network of 62 nodes in
a concentric topology with Poisson distributed data collection traffic.

VI. FORMAL VERIFICATION OF DSME

These results are in fact only possible if the distributed slot
management was successful. However, several weaknesses of
the standard were identified, for example the possibility of lost
messages during the slot allocation handshake. Therefore, the
slot management was verified by means of model checking
using the UPPAAL environment [11]. The results as presented
in [12] show that in fact inconsistencies in the slot schedule

are not avoidable and the resolution can take up to one hour.
Therefore, an enhancement of the IEEE 802.15.4 standard
was proposed that reduces the time until the inconsistency is
recognized to under one second.

VII. FUTURE WORK

In the work presented above, Poisson distributed data
collection traffic is assumed. While it allows to demonstrate
the general behavior of the channel access approaches, it
is uncommon for cyber-physical systems, especially if the
wireless network is part of a control loop. Future work shall
therefore include the analysis of the proposed technologies
under more realistic traffic scenarios and the generalization to
other cyber-physical systems that share similar requirements
with the presented application.
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